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INTRODUCTION

The emergence of content captured simultane-
ously from multiple camera viewpoints, as illus-
trated in Fig. 1, has made possible a number of
novel applications that are increasingly gaining

attention. They include 3D and free-view point
TV [1], immersive telepresence, and gaming and
virtual worlds. In all of them, a critical compo-
nent of the system is the timely delivery of the
multiview content to the end user.

Unfortunately, the development of appropri-
ate networking technologies that can meet this
goal has not kept pace. Therefore, even today,
video streaming is predominantly carried out
over best effort networks, such as the Internet.
The lack of quality of service (QoS) guarantees
thereof means that the transmitted content will
experience dynamic variations in data rate and
congestion-induced effects, such as packet era-
sures and queuing delay, along its network path.
This is particularly consequential in the context
of multiview content due to its multi-fold band-
width and complexity expansion, relative to its
monoscopic (single camera) cousin. As the intro-
duction of QoS networking is not forthcoming
anytime soon, it is therefore required to address
these relevant shortcomings from within the pre-
sent multiview streaming architectures and the
prospects they offer to this end. Key to many of
the techniques we describe is their use of the
spatial (inter-camera) correlation of the multi-
view video source in different contexts. This is in
contrast to conventional multi-stream scenarios
(e.g., scalable coding or multiple descriptions),
where only temporal dependency exists among
the data units comprising the content.

MULTIVIEW
VIDEO STREAMING SYSTEM

The main components of a multiview video
streaming system are illustrated in Fig. 2. The
content is first captured via multiple cameras
and then encoded into a collection of data units
that are placed into the transmission buffer of
the server. The packetized content is transmitted
over the network to the client, where it is
buffered initially. After a given period of time,
called the playback delay, the client starts decod-
ing the content data from the buffer in order to
display it. The decoder buffer in conjunction
with the playback delay allow the client to com-
pensate for network latency variations and recov-
er lost packets via acknowledgments (ACKs).
Furthermore, the client may employ the back-
ward channel to the server to request view
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switching periodically in the case of interactive
streaming applications.

We denote as non-interactive streaming the
scenario where the complete ensemble of encod-
ed views is delivered to the client. Only after-
ward can the client choose to interact with the
content in terms of selecting a viewpoint from
which the 3D scene will be observed. The client
cannot switch to another viewpoint until the next
segment of self-contained view data is received.

The alternative of delivering select views
exclusively based on the client’s dynamic view-
point trajectory is denoted as interactive stream-
ing henceforth. The former approach is
analogous to cable TV broadcast, where the
entire set of channels is delivered to the client
continuously. The latter bears parallels to IPTV
where only upon a channel switching action is
the actual content of the requested TV channel
delivered. The disadvantage of non-interactive
streaming is that it is much more demanding in
terms of bandwidth and complexity. The disad-
vantage of interactive streaming is the additional
latency that is introduced into the system by the
virtue of delivering select view content only
upon request, which may impair the interactivity
of the streaming application. I discuss through-
out the remainder of the article, how the
specifics of each streaming architecture allow for
improvements in system performance.

MULTIVIEW
CONTENT REPRESENTATION

There are two prevailing forms in which packe-
tized multiview content can be encountered
today. Historically, the multiview video coding
(MVC) format appeared first and stems from
the corresponding multiview extension of the
H.264 encoding standard [2]. MVC data features
inter- and intra-view prediction dependencies, as
illustrated in Fig. 3a, which have been employed
by the codec in order to maximize the compres-
sion efficiency. Streaming MVC content is gen-
erally done under the assumption of unknown
client view selection actions, as it requires trans-
mitting the complete set of captured views
throughout the media session. Therefore, its nat-
ural application would be in broadcast delivery
of content, although studies have explored modi-
fying MVC content dynamically, in response to
client feedback, in order to reduce its required
transmission rate. The more recent “video plus
depth” (VpD) multiview format [3] generally
employs intra-view prediction only; however, it
also encodes a depth signal for each camera, as
illustrated in Fig. 3b. Such signals can be either
estimated from the corresponding video signals
using stereo-matching algorithms or captured
directly using time-of-flight cameras.

The VpD representation is increasingly
becoming popular, as it does not necessitate a
network bandwidth expansion on the order of
MVC, since only the data associated with the
view currently being watched is transmitted.
However, consistent client feedback to the serv-
er is required in order to track the user’s view
switching pattern over time. Another benefit of
the VpD representation is that it enables synthe-

sizing virtual views at the client via the depth sig-
nals that are sent along [4]. However, then addi-
tional data needs to be transmitted to account
for the uncovered image regions (a.k.a. disocclu-
sions) that are created in the synthesized view.
Alternatively, the client may employ in-painting
and interpolation methods [5] to recover the
missing pixels.

SOURCE CODING OPPORTUNITIES
Tackling the problem of bandwidth variability
can be achieved via scalable multiview encoding.
Then, during streaming, a sufficient number of
layers can be transmitted such that the available
channel capacity is fully utilized. An alternative
is to dynamically encode the content, on the fly,
in response to network rate variations. Although
this solution is appropriate for live streaming
and real-time multiview communication, it is not
appealing for stored content that has already
been encoded, since it necessitates transcoding.
That is, the content needs to be decoded and re-
encoded on demand, which will augment the
complexity of the system considerably. To date,
source rate adaptation has been considered only
in the context of stereoscopic (two-view) MVC
content where left and right views are simultane-
ously presented to the user in order to create a
perception of depth of the observed scene. These
studies (e.g., [6]) take advantage of the suppres-
sion theory of human stereo perception [7] to
dramatically reduce the data rate of one of the
views, without causing perceptual changes in the
overall (3D) video quality at the client.

For VpD content, the scalability paradigm
can be extended to include the view dimension
as well. That is, in addition to encoding rate

Figure 1. Multi-camera system recording a dynamic 3D scene of interest.

Figure 2. Multiview content delivery: system architecture.
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adaption over the complete set of views, view
omission from the compressed bitstream may
also be considered as part of the scalable coding
trade-off. An embedded multiview representa-
tion that is thereby created features a variable
number of encoded views, depending on the
decoding rate at which the content is recon-
structed. Depth-signal-based view synthesis can
then be used by the client to recover the views
that have been omitted at that encoding rate.
The goal then is to build a joint view and rate
scalable encoding that maximizes the decoding
(reconstruction) quality of any viewpoint at the
client, over a range of prospective network rate
values that may be encountered at transmission
[8].

In departure from conventional MVC group
of picture (GOP) encoding structures, the rate
distortion efficiency of stored multiview content
can be enhanced if distributed source coding
(DSC) principles are employed. Specifically,
another (DSC) frame type is considered at
encoding that enables subsequent view switching,
like conventional I-frames do, but at a lower
penalty to coding efficiency [9]. Alternatively,
one may consider encoding subsets of views, off-
line and independently, at multiple quality lev-
els, using MVC. Then, at streaming, a suitable
subset of views and quality layers is sent to
match the present head position of the user,
which is tracked over time [10]. This approach
may also be applied online in interactive stream-
ing, where based on the user’s prior view selec-
tion actions, prospective video frames and views
that the user is anticipated to subsequently select
over a horizon of time are exclusively encoded
and transmitted [11].

Finally, dynamic control of coding dependen-
cies can be employed to overcome adverse chan-
nel effects such as packet loss. In particular, the
inter- and intra-view prediction dependencies
employed to encode the content are modified on
the fly, depending on the ACK status of previ-

ously transmitted data units. This approach can
be more beneficial in the case of non-interactive
streaming due to the generally longer buffering
employed at the client, before the data is actual-
ly passed to the decoder for reconstruction and
display. The lower playout delay of interactive
streaming limits the application of this approach
in such a scenario, as the received data needs to
be decoded quickly in order not to impair the
interactive experience of the client. That is, the
shortcomings of this method are longer decoding
latency and lower compression efficiency, since
the prediction dependencies can sometimes
extend over multiple video frames.

CHANNEL TRANSMISSION
OPPORTUNITIES

ERROR CORRECTION AND PACKET SCHEDULING
The hierarchical dependencies of the MVC rep-
resentation allow for capturing the importance
of each data unit for the overall reconstruction
quality of the multiview content. Thus, unequal
error protection can be applied via forward error
correction (FEC) coding across the data units of
various views, to compensate for packet loss dur-
ing transmission and maximize simultaneously
the end-to-end video quality. Likewise, multiple
description coding (MDC) can be applied to the
content as an alternative, where the content
descriptions are created such that the unequal
importance of the data is again exploited. Con-
ceptually, FEC and MDC can be applied in the
same manner to the MVC view-level encoding
hierarchy, which from an implementation per-
spective may be easier to accomplish than their
packet-level counterparts.

The unequal importance of data units across
views can also be exploited within an intelligent
packet (re)transmission scheme that will utilize
such knowledge to allocate the limited network
resources accordingly. In particular, given the

Figure 3. Multiview content representation formats. Squares denote video frames (data units), arrows their encoding dependencies: a)
MVC; b) video (T) plus depth (Z).
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size of each data unit in bytes, rate-distortion
optimized packet scheduling can be envisioned
that maximizes the reconstruction quality of the
content for the given channel capacity. Further-
more, analogous caching schemes can be
designed at intermediate edge servers in order
to effectively disseminate the content to end
clients for the given caching resources. Design-
ing efficient multiview video frame coding struc-
tures based on DSC principles can also facilitate
the application of decentralized caching to inter-
active streaming. Here, the goal is to minimize
the quantity of data that is sent from the central
server to one of the caches, upon a cache miss
by a client that interactively experiences the mul-
tiview content. In such a case, a correlated view
is served instead from the local cache, and only
the coded difference relative to the desired view-
point is requested from the central server [12].

In the case of non-interactive streaming of
VpD content, there is no natural inter-view hier-
archy that arises among the data units compris-
ing the content that can be exploited within the
techniques described here. Still, such informa-
tion can be implicitly deduced from the rate-dis-
tortion efficiency at which a view can be used to
reconstruct other views via depth-signal-based
synthesis. Then, the same effects of error
resilience and enhanced visual quality can be
achieved equally, on the basis of this knowledge.

MULTIVIEW MULTICAST
In the case of non-interactive streaming, multi-
ple unicast sessions delivered over a shared path
can be replaced by a single multicast one. This
will enable more efficient utilization of the net-
work bandwidth. Coupled with scalable encoding
of the content, this method of content delivery
can efficiently serve a heterogeneous client pop-
ulation, characterized by diverse access link and
computing/display capability profiles. Such sys-
tem architectures can also be equipped with effi-
cient FEC methods (e.g., Reed-Solomon codes),
which can take advantage of the scalable multi-
view representation to enhance the performance
of the system even further, as described earlier.
IP layer multicast is one technology that can be
applied to deliver the content in this context.

The case of interactive multiview streaming
needs to be addressed differently. In particular,
each view is encoded and broadcast indepen-
dently on a separate channel. Users switch views
by simply subscribing to another multicast chan-
nel, while leaving their present one. The view
switching frequency is governed by the intra cod-
ing period of the corresponding video signals.
Conceptually, the operation of this system is
analogous to that of IPTV. Additional interactiv-
ity features (e.g., watching a frozen moment in
time across all views) can be enabled by addi-
tional multicast channels over which the data
that is necessary to support them is broadcast.
Depending on the desired level of interactivity, a
user subscribes to one or multiple channels
simultaneously, at any given time [13].

Interactive streaming can also be considered
in the case of peer-to-peer (P2P) networks where
each viewpoint can be associated with one dis-
semination tree rooted at the respective video
source. In particular, here the collection of cam-

eras capturing the content does not necessarily
have to be associated with a single (server) enti-
ty. That is, different viewpoints of the same
scene may be recorded independently and in a
decentralized fashion by separate client devices
that then share the content with their peers
through application layer multicast. Alternative-
ly, multi-mesh network P2P content delivery can
be utilized as a technology for disseminating the
multiview content across the client population,
where each mesh a peer joins is used to dis-
tribute one camera viewpoint.

MULTIPATH DELIVERY
Multipath transmission can assist multiview
streaming, by providing higher bandwidth and
resilience to network transients such as burst
packet loss. The advent of multihoming can
facilitate the deployment of multipath streaming
applications. Mapping data units to network
paths can be done according to the importance
of each packet for the overall reconstruction
quality. In particular, more important data units
should be allocated to higher-quality paths,
jointly in decreasing importance and quality
order, until either all the data is scheduled for
transmission or the aggregate multipath network
capacity is reached. The same procedure applies
in the case of view-level transmission decisions.
There is no direct relation between the number
of network paths that can be used and the num-
ber of captured viewpoints. Still, in the case of
interactive streaming of VpD content, where the
client is interested in synthesizing virtual view-
points, sending the required data over two paths
seems like a natural choice. That is because in
such a case the video and depth signals of the
two nearest captured views are generally
required in order to ensure a good quality syn-
thesized view. The application of multiple
description coding to delivering free-viewpoint
multiview content over burst loss network paths
has been studied in [14]. Promising gains in
transmission efficiency have been demonstrated
over conventional single and multipath solutions
that do not account for the content’s specifics.

Multipath content delivery is particularly
intuitive in the context of wireless networks and
P2P systems, where naturally multiple multihop
possibilities of reaching a destination over inter-
mediate neighbors arise. In addition, it is quite
common today to have multiple wireless adapters
on a single device, such as third or fourth gener-
ation (3G or 4G) cellular and 802.11n WLAN,
which can be utilized in parallel. This will add
another degree of path diversity, provided by the
existence of multiple orthogonal mesh networks.
Typically, content delivery over wireless multi-
hop networks is combined with advanced chan-
nel coding schemes such as network coding or
rateless codes that can increase network through-
put and error resilience for the data. In particu-
lar, scalable network coding applied to a scalable
multiview representation can additionally pro-
vide graceful degradation in terms of video qual-
ity, as network bandwidth becomes insufficient.
Similarly, conventional network coding exploit-
ing the unequal importance of each data unit
will enable the same phenomenon in the case of
general (non-layered) source encoding. For two

Multipath 

transmission can

assist multiview

streaming by 

providing higher

bandwidth and

resilience to network

transients such as

burst packet loss.

The advent of multi-

homing can facilitate

the deployment of

multipath streaming

applications.

CHAKARESKI LAYOUT_Layout 1  4/29/13  1:51 PM  Page 97



IEEE Communications Magazine • May 201398

orthogonal wireless topologies spanning the
same set of nodes, adaptive in-network compres-
sion via MDC for interactive streaming [15] can
equally boost the rate-distortion efficiency of the
multiview application.

In the context of general overlay networks,
multiview clients can construct multiple applica-
tion layer mesh topologies over an existing data
network such as the Internet. Then, multimesh
P2P content delivery can be utilized as a tech-
nology to disseminate the multiview content
across the client population, where each mesh a
peer joins is used to distribute one camera view-
point. As in the context of caching, performance
can be enhanced, if network rate allocation and
topology construction are jointly carried out over
the multi-mesh collection, taking into account
the inter-view and intra-view video signal corre-
lation.

Dynamic routing of multiview data in multi-
hop networks can be carried out such that it
takes into account the characteristics of other
types of traffic sharing the same network fiber,
in the case of wireless multi-service networks. In
particular, routing decisions of voice, video, and
data can be computed at intermediate nodes in a
decentralized fashion such that the overall (end-
to-end) performance of the network is maxi-
mized [16]. This is done by dynamically adapting
the optimal routes for the delivery of the data
associated with each source-destination pair and
traffic class, in response to varying network con-
ditions such as topology, flow rates, and battery
power of the nodes. Simultaneously, the comput-

ed routes take into account the specific charac-
teristics of each service class, in terms of
resilience to delivery latency, data loss, and
bandwidth variation, such that a judicious trade-
off of the network’s resources is achieved over
them. In addition, routing decisions over the
multiview data are carried out such that they
exploit the inter- and intra-view video signal cor-
relation that governs the decoding quality of the
content, and the effectiveness with which one
view can be exploited to reconstruct another.

CLOUD-ASSISTED DECENTRALIZED STREAMING
The increasing popularity of smart portable
devices, and their remarkable computing and
networking capabilities open a range of interest-
ing prospects for the development of mobile 3D
video applications. For instance, a spontaneous
congregation of client devices can happen to
independently record video content of a sporting
event from different perspectives, at the same
time. The clients may be interested in sharing
their respective video feeds among themselves,
for an enhanced visual experience of the event.
Simultaneously, they may also be interested in
experiencing the 3D scene from another angle,
with a perception of depth. Due to the limited
battery lifetime and computing capacity of their
devices, the clients may not be able to execute
these tasks by themselves. However, they can
leverage the availability of a cloud computing
platform, to offload the necessary compute-
intensive operations such as view synthesis and
transcoding on it. In addition, the clients can
dynamically construct local network connections
among themselves on an as-needed basis, in
order to further facilitate the dissemination of
the content, as illustrated in Fig. 4.

The techniques for prioritized rate allocation,
packet scheduling, and caching that we described
earlier, can all equally be applied within the
backbone network employed by the cloud opera-
tor. Although its operating costs are certainly
much lower relative to the rest of the network
links through which the actual content is
deployed, the cloud network can still benefit in
terms of efficiency and end-to-end performance
if it takes advantage of such methods. This will
be particularly true for large-scale cloud-assisted
multiview streaming scenarios, where the client
population can be exceedingly large in magni-
tude.

CLIENT SIDE OPPORTUNITIES
In the case of non-interactive streaming, error
concealment techniques that jointly take advan-
tage of the inter-view and intra-view signal cor-
relation, across the complete ensemble of
captured views, can be designed. For instance,
missing data can be reconstructed by simultane-
ous interpolation from multiple neighboring
video frames via temporal and spatial displace-
ment estimation, as illustrated in Fig. 5. Con-
cretely, optimization techniques can be designed
that reconcile the obtained multiple predictors
of the missing data in an efficient way. In the
presence of VpD content, the computation of
inter-view predictors via disparity estimation
among the views can be conveniently replaced

Figure 4. Cloud-assisted live multiview streaming over mobile devices. Peer
and cloud connections are denoted by solid and dashed lines, respectively.
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with depth-signal-based view synthesis. For inter-
active streaming with virtual view synthesis, the
number of prospective neighboring view video
signals that can be utilized for spatial error con-
cealment will be limited to one [14], at most.

Adapting the playout speed of the media ses-
sion (the temporal rate at which newly decoded
content is displayed to the client) can also be
utilized to reduce the impact of missing data.
This method can be exploited in conjunction
with proactive data fetching techniques that
dynamically instruct the server of the present
state of the client buffer and viewing angle, such
that the sender can adjust accordingly its trans-
mission rate, and coding and packet scheduling
decisions. The adaptive playout takes advantage
of the certain degree of audiovisual tolerance
that we have to vary the refresh rate of the
media presentation at the client, depending on
the content’s spatiotemporal dynamics. The
inter-view correlation of the multiview content
can be utilized to enhance the performance of
this approach, by allowing smoother view switch-
ing and higher minimum playout speeds during
intra-view consumption of the content.

SOCIAL MULTIVIEW
VIDEO INTERACTION

The ubiquity of social networking applications
online, and the widespread availability and facili-
ty of use of high-quality content creation tools
provide a range of interesting opportunities for
synergistic community-driven delivery of interac-
tive user-generated 3D content. For instance, by
tracking the content interaction patterns of the
users, coding resources can be allocated such
that the overall multiview video quality perfor-
mance of the system is maximized [17]. Similarly,
by exploiting the user’s content preferences and
mobility patterns, more efficient utilization of
network resources can be achieved [18]. Com-
prehensively speaking, a variety of computer
communications techniques spanning, for exam-
ple, rate and flow allocation, and network topol-
ogy construction can be designed to take into
account the accelerating convergence of digital
content and spatiotemporal user interaction, wit-
nessed at present in the Internet. In particular,
they will exploit in their operation the character-
istics of the multiview content in conjunction
with the specifics of the online community, as
illustrated in Fig. 6, to deliver enhanced perfor-
mance over multiple criteria. Furthermore, such
networking techniques can pave the way for the
development of novel human communication
techniques that can revolutionize the ways in
which we interact and collaborate at present.

HYBRID APPROACHES AND
CHALLENGES

Some of the streaming techniques described
heretofore can be applied synergistically. For
instance, dynamic source rate control of multi-
view content can be combined with multipath
transmission and routing in multihop networks.
In particular, in addition to computing routing

decision adaptively, based on the network’s
dynamics and the content’s characteristics, inter-
mediate nodes can also feed back information to
the source reflecting the bandwidth availability
and the path characteristics in terms of loss and
latency of each route. The sender can then act
upon this information accordingly, and adapt the
data rate of the transmitted multiview content
on a per route basis. Even more generally, con-
trol methods can be considered that turn source
rate adaptation on and off, depending on the
level of network dynamics, that is, the efficiency
at which multiview multipath routing in the net-
work can alone support the reliable delivery of
the content. Routing and source rate control can
also be combined with the multiview caching
methods discussed earlier. Other cross-layer
techniques that can be considered in this context
include the combination of application layer
packet scheduling with physical layer FEC, and
joint context-driven source-rate adaptation, con-
tent caching, and physical layer network coding,

Figure 5. Replacement of missing data via space-time concealment.

Figure 6. Community-driven interactive multiview video communications.

Rate and flow
allocation

Packet
scheduling

Context-driven multiview and multi-user networking

Spectrum
sharing

Mesh
construction

User preferences Contacts

Mobility and
interactivity patterns

Social media

View correlation Packet
importance

Content dynamics

Multiview video

CHAKARESKI LAYOUT_Layout 1  4/29/13  1:51 PM  Page 99



IEEE Communications Magazine • May 2013100

for enhanced network throughput and end-to-
end video quality performance.

Many of the methods presented in this article
base their operation on consistent source and/or
channel information, such as unequal data unit
importance, and available network bandwidth
and routes. Their design must incorporate provi-
sions for the cases when such information is not
readily accessible or can only be partially
acquired via estimation/approximation. This is
particularly important in scenarios where a
large-scale decentralized operation is considered.
Therefore, information accuracy vs. reliable per-
formance, and robustness to imprecise source
and channel knowledge need to be considered
and incorporated as part of the design of effec-
tive multiview streaming techniques that can be
deployed in such a context.
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